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ABSTRACT

This paper proposes ten steps to make evaluations matter. The ten steps are a combination of the usual recommended practice such as developing program theory and implementing rigorous evaluation designs with a stronger focus on more unconventional steps including developing learning frameworks, exploring pathways of evaluation influence, and assessing spread and sustainability. Consideration of these steps can lead to a focused dialogue between program planners and evaluators and can result in more rigorously planned programs. The ten steps can also help in developing and implementing evaluation designs that have greater potential for policy and programmatic influence. The paper argues that there is a need to go beyond a formulaic approach to program evaluation design that often does not address the complexity of the programs. The complexity of the program will need to inform the design of the evaluation. The ten steps that are described in this paper are heavily informed by a Realist approach to evaluation. The Realist approach attempts to understand what is it about a program that makes it impact policies and programs (Henry & Mark, 2003; Mark & Henry, 2004), there has been surprisingly limited discussion in the evaluation literature on how the concept of pathways of influence can improve evaluation designs and methods. There is also a need to explore the implications for evaluation of the growing literature on program system dynamics. Emerging from this literature is the notion that programs are dynamic systems that change over time (Pawson, 2006); there is often a lack of clarity of the anticipated timeline of impact of programs (Sridharan, Campbell, & Zinzow, 2006); the need to understand how evaluations can help with the sustainability of programs (Johnson, Hays, Center, & Daley, 2004); and finally, how evaluations can help with the spread of dynamic learning from programs (Massoud, Nielsen, Nolan, Schall, & Sevin, 2006). Fig. 1 summarizes the key questions that inform the ten steps to making evaluations matter.

The ten steps are based on more than fifteen years of evaluation experience in a number of sectors including international development, criminal justice, public health, arts, and community development. In our experience, there exists a somewhat unhealthy divide in evaluation practice between theory and methods. For example, some organizations we have worked with see the role of evaluation as purely problem of design, measurement and methods; whereas theory is considered too eclectic or too much of a 'luxury' for evaluators to be concerned about. Similarly other organizations we have worked with that implement a theory-based evaluation approach often do not integrate other evaluation design or methods to test the theoretical

1. Introduction

In the last few years, there have been policy calls to integrate evaluations with performance measurement systems (Mayne, 2007a, 2007b, 2007c; Mayne & Rist, 2006; Treasury Board of Canada, 2009). Words like “accountability,” “results-based culture,” and “learning” are becoming common buzzwords in the process of program development and implementation; however, there continues to be limited clarity on how evaluations matter in making policies and programs work. This paper proposes ten steps that program staff and evaluators can implement to help with the integration of evaluations and evaluative thinking into program planning and implementation.

1.1. Motivations for the ten steps approach

The ten steps are motivated with a recognition that there is a need to integrate theory-driven evaluation (Mayne, 2010; Pawson & Sridharan, 2009) with more traditional evaluation designs and methods (Cook, 2000). Additionally, while there is a growing focus on understanding the pathways of influence by which evaluations
propositions embedded in the program theory. We are increasingly convinced that “off the shelf” approaches to evaluation would not suffice in helping bridge this divide between theory and methods.

Similar to the tension between theory and methods, we have also sometimes experienced severe disconnections between program planning and evaluation. Some of our experiences working on a range of program and policy evaluations reinforce an understanding that the purpose of evaluation is often too disconnected from the task of implementing a successful program. We feel that there is a need to undertake more of an explicit and structured process to align the activities of evaluation and program planning. In our view, the ten steps framework provides one approach to building a more interactive relationship between theory and methods, and between evaluation and program planning.

The specific problem that is discussed in this paper is: how can the act of evaluation help with program planning, implementation, and sustainability? In our experience, the conflicts have not been just between program implementers and evaluators but also within the community of evaluators. Different schools of evaluation have had different views of the purpose of evaluations. Sometimes there has been a lack of clarity of what could be learned through evaluations.

We stress that the ten steps offered here are a proposal for a research agenda on “how do we make evaluations matter.” While some of the ideas in the ten steps framework are discussed in our prior work (Sridharan, 2008; Sridharan et al., 2006), this paper is our first attempt to systematically synthesize steps needed to “make evaluations matter.” The ten steps will inform a broader research agenda. At the most basic level, the research agenda will inform the development of a comprehensive evaluation plan. Further the agenda will need to answer how the evaluation plan needs to be updated in an ongoing manner. What roles do the commissioners of the evaluation, program planners and implementers, and evaluators play in updating the evaluation plan? How can evaluative thinking help with implementing programs? A more detailed research agenda will focus on additional steps that might be required to make evaluations matter.

Fig. 1. The ten steps in a nutshell.
The proposed ten steps can be applied to a range of programs. The proposed steps will be especially useful for those who view evaluation as a process and activity that happens with programs and not just to programs. The ideas discussed here will be especially useful in evaluations of complex interventions with multiple components and components that are dynamic in nature.

We recognize that not everyone will agree that the ten steps discussed in this paper fall into the domain of evaluation or should be within the role of evaluators. While there is some merit to this claim, we stress that the ten steps are meant to be a collaborative process between evaluators, program planners and funders, and also the evaluator’s role in each of these steps will depend on the particular context of the problem.

The ten steps that are described in this paper are heavily informed by a Realist approach to evaluation (Pawson & Tilley, 1997). The Realist approach attempts to understand why programs work. The Realist approach attempts to understand “what works for whom and under what circumstances.” “Realists do not conceive that programs ‘work,’ rather it is action of stakeholders that makes them work, and the causal potential of an initiative takes the form of providing reasons and resources to enable program participants to change” (Pawson & Tilley, 1997, p. 215).

The focus of this paper is on the conceptual aspects of the ten steps. The operationalization of the ten steps is deferred to a more detailed operational paper on this subject. This paper builds the conceptual ideas using program evaluation rather than policy evaluation as its focus. The ten steps framework can also be extended to policy evaluation settings with suitable modifications.

2. The Realist approach to evaluation

Within a Realist approach, social interventions are “active” (Pawson, Greenhalgh, Harvey, & Walshe, 2004): Active interventions “work through the stakeholders’ reasoning, and knowledge of that reasoning is integral to understanding its outcomes” (p. 5). Clearly, this has implications for involving stakeholders, including program recipients, program staff, and funders, in the design of the program and the evaluation.

Why is a Realist approach relevant for evaluations of complex interventions? It explicitly seeks to unpack the complexity of the program. The realist-based approach has many strengths, but most of all, its focus shifts from “does a program work?” to “what is it about a program that makes it work?” Such a focus is consistent with the learning goals of evaluation.

One of the strengths of the Realist approach is its clarity that interventions are dynamic systems. Programs are dynamic (change over time), depend critically on the context in which they are implemented, and change as a result of stakeholder reasoning. Pawson et al. (2004) describe seven characteristics of complex interventions. Table 1 summarizes these seven characteristics and the questions that might emerge in planning a realist evaluation.

Not all of these questions can be answered at the start of the intervention; however, it is helpful to reflect on these questions at multiple stages of program planning and implementation because it brings into focus the dynamic complexity of an intervention.

3. The ten steps to making evaluations matter

The proposed ten steps will guide the reader through important conceptual issues related to: Intervention planning and implementation theory; influence of evaluation; design, data and methods, and spread and sustainability.

3.1. Step 1. Demonstrate understanding of the program and the stability of its components

One of the surprising aspects of the evaluation literature is that there is little reflection on the implications of the complexity of the intervention for the evaluation. Will the evaluation/performance system for a simple “aspirin” type intervention follow the same approach as designing a performance system for a complex community initiative? There is often a haste to rush into the evaluation design without a thorough understanding of the program. Programs are “complex systems thrust upon complex settings” (Pawson, 2006; Pawson et al., 2004). Complexity has implications for both the stability and the dynamic nature of the components of a program.

The blueprint for a complex program is rarely very clear at the outset of an intervention. Programs need time to: clarify their program theory, develop a clear blueprint (the program plans), and to respond to changing context and changing understanding of recipient needs.

Even before a program theory is fully explicated, it is important to describe the following:

- What are the different components of the intervention?
- Are the different components stable over time?
- How do the components of the complex intervention relate to each other?

These are not academic questions. The responses to the above questions will help inform how the evaluation design responds to the complexity of a program. There is a need for a greater focus in the evaluation literature on how the evaluation designs of stable
components of a program are different from the evolutionary/dynamic components of programs (Morell, 2010). Consider a health program that consists of the following key steps:

**Reach** individuals living in the most deprived areas — invite them to get a **health screening** — provide a **health coach** to support individuals with personalized care.

A program that has well-defined set of reach activities might need a different evaluation approach from another program in which “reach” activities are still in a developmental stage (Patton, 2010). This insight that evaluation approaches depend on the “developmental” status of the intervention is one of the key principles of developmental evaluation (Patton, 2010).

### 3.2. Step 2. Develop explicit understanding of the program theory

A program is fundamentally based on a series of “if…then” ideas (these ideas are often unfortunately implicit) (Pawson, 2006). Evaluations provide an opportunity to understand such “if…then” ideas – specifically the processes (activities, contexts, inputs, outputs) by which programs can make a difference in the lives of individuals and communities. A program theory should describe the hypothesized processes by which a program can bring about change. We stress that these processes are hypothesized. In all likelihood, the actual process of change might be very different. Evaluations provide an opportunity to examine whether the actual processes of change are different from the hypothesized processes of change. The conventional understanding of program theory through the use of logic models is useful for explicating the connection between program activities, outputs and outcomes, but there is a need to go well beyond program logic to fully describe a program theory.

How and why is the intervention likely to bring about change? Often a logic model is presented as an answer to this question; however, it is useful to differentiate between the program logic and the program theory (Leeuw, 2003, p. 6):

> “Sometimes underlying assumptions are referred to as policy theories, but more often the terms program theory or program logic are used. An important difference exists between program theory and program logic. Program logic often specifies the inputs and components of a program, as well as short-term and long-term outcomes, along with the assumed linkages among these. However, program logic rarely outlines the underlying mechanisms that are presumed to be responsible for those linkages.”

The concepts of context, mechanism, heterogeneity and leverage may be helpful in describing the program theory (Table 2).

### 3.3. Step 3. Integrate a synthesis of evidence within the program theory

The program theory can be further strengthened by synthesizing evidence related to the key linkages of the program theory. This is the approach adopted by a recent method of synthesis called realist synthesis (Pawson, 2006; Pawson et al., 2004). The focus of this method of synthesis is on understanding the mechanisms and contexts under which each of the key linkages in the program theory is likely to fire. Reconsider the health program briefly discussed earlier consisting of the following key steps:

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key questions that a program theory needs to answer.</td>
</tr>
</tbody>
</table>

#### Contexts
- What are some of the underlying contexts that might be conducive for the program to work? Did the program plan incorporate such thinking into the design of the intervention?
- Contexts are contingent conditions that can alter the relationship between the treatment (the program) and the outcomes. In what contexts are programs most likely to work? How can programs help create conditions for its own success? Context can refer to country policies, community norms, institutional locations, and cultural systems. One of the big gaps of most evaluations is the lack of conceptualization and operationalization of context.

#### Mechanisms
- What mechanisms are needed for the program to work? Did the program incorporate knowledge of such mechanisms in its design? A mechanism is “an account of the makeup, behavior, and interrelationships of those processes that are responsible for the outcome.” Understanding program mechanisms is critical in understanding how programs work. How does an evaluation design help explicate and understand the mechanisms by which a program might work?

#### Heterogeneity
- Are the programs likely to impact different groups of individuals differently? Is knowledge of such heterogeneity incorporated in the planning of the intervention? Much of the language of program planning and evaluation assumes that there is a single homogenous group of intended recipients. Program recipients often have complex and heterogeneous needs. Programs consequently need to be designed with a focus on heterogeneous mechanisms. What mechanisms does the program use to impact individuals with such heterogeneous needs? How does the evaluation study the differential mechanisms and effects of a program?

#### Leverage
- Does the program have the “leverage” to impact outcomes by itself? What other inputs are needed for a program to impact the outcomes? Describe the multiple ways in which a program is likely to work. Interventions are often informed by a theory that often implicitly states that by doing a set of activities, changes are possible. However, some problems might be so difficult to address, and the interventions lacking in intensity (due to multiple sets of reasons), that it may be difficult for a program acting solely to impact some “difficult to move” outcomes. While policy initiatives from government and other public agencies are driven by the concerns of specific departments or sectors, their implementation within communities will be such that such boundaries are artificial. The interaction between initiatives, services and programs should ideally be synergistic and mutually reinforcing. Programs are often one of a complex network of interventions that are necessary to impact complex problems. Consider the example of the impact of a “workplace smoking ban policy” on “reductions in health inequalities.” It is unlikely that this policy alone without other program inputs can impact health inequalities. Evaluations provide an opportunity to identify other inputs that are needed to impact outcomes.
Instead of conducting a synthesis of evidence across the entire program, the realist synthesis approach recommends reviewing and synthesizing the literature for each component of the program (in addition to reviewing the entire program; see Fig. 2). A realist synthesis can also help address the following questions: Which are the linkages in the program theory that are supported by a strong evidence base? Which are the linkages that have the greatest areas of uncertainty? As example in Fig. 2, a realist synthesis could help identify insights from the evidence base that could help plan and implement reach activities. The strength of the realist synthesis approach is its focus on integrating evidence within the program theory. Realist synthesis does not subscribe to rigid views of hierarchy of evidence and strongly recommends leveraging the grey literature as needed. We think the strength of this (and as yet underutilized) approach is its utility for program planning and implementation – it helps integrate evidence into thinking about program theories.

Who should do this? When should this be done?
The key program theoretical questions should be driven by the program staff. The questions should identify the program staff’s uncertainty about the implementation of the program. The actual synthesis of evidence should be led by the evaluation team. It is critical that there be ongoing meetings to learn between the program staff and the evaluation team. Synthesizing evidence may be an important step towards building a learning culture. In terms of building a learning system, it is critical that distinct bridges are built between the program theory and the existing evidence base.

3.4. Step 4. Develop an understanding of the program’s anticipated timeline of impact

Programs aim to bring about change – change usually takes time. The problem of course is that there is often a lack of explicit clarity on the timeframe of change associated with a program. In the absence of a detailed theory, where should such a timeline come from? One approach to developing a timeline of impact is to involve key stakeholders – those most directly involved in the planning, implementation and delivery of a program (Sridharan et al., 2006).

Much of the evaluation literature recommends an active involvement of program stakeholders. As example consider Trochim’s view (1998):

But my problem is that too many evaluators seem to emphasize the role of academic, social science theory. We seem to think that social scientists or management theorists have an inside track on developing sensible theories. My view is that the people in the best position to tell us about the theory of a program are the ones most familiar with it—the people who initiate it, develop it, implement it, and receive it. The problem is that many of those people work in the practical world—they’re not used to stating their implicit theories overtly in ways that we can formally evaluate. . . . I think we need to be examining program theory as an integral part of evaluation. But let’s include the implicit theories of the people closest to the program and not defy the value that more academic theorizing may have (p. 245–246).

As described in prior work (Sridharan et al., 2006), the emphasis on a stakeholder-driven timeline is justified (Fig. 3) because stakeholders are the people most familiar with the program. Further, different groups, such as funders, evaluators, and program staff, can have different views of the underlying theories of impact.
who should do this? When should this be done?

A concern raised by recent critiques of results-based management (Office of Internal Oversight Services, 2008) is the lack of a disciplined process of setting targets. A focus on anticipated trajectory of outcomes and timeline of impact can bring additional rigor and discipline to the process of setting expectations (and targets) for the program. The anticipated performance trajectory/timeline of impact should be developed by the program team, but the evaluation team needs to help facilitate the process through a focus on evidence, program theory, and methods (e.g., methods of system dynamics). This should happen at the start of an intervention, and an updating of the anticipated trajectory of outcomes can happen over time.

3.5. Step 5. Develop a learning framework: Be explicit about what can be learned from the evaluation

There is sometimes a tendency in the evaluation literature to think that only a single type of learning is possible from evaluations – for example, the debates around randomization in evaluation suggest that the only learning that matters is individual-level impacts. However, multiple kinds of learning are possible from each and every evaluation. Table 3 describes the five examples of learning that may be possible from program evaluations – this table is based on a recent evaluation of a Scottish Demonstration program (Sridharan et al., 2008). We think it is important (to the extent possible) to be explicit about the intended learning of evaluation at the start of the evaluation.

Who should do this? When should this be done?

Once the program theory has been established, the evaluation team and the program team need to work together to develop clarity on a learning framework. What can be learned from a detailed evaluation? How can the evaluation help the program staff achieve their goals? Also, there may be a clash between what program staff wants, and what evaluators are required to focus on (as example, based on the terms of reference in a contract or grant). Sometimes program staff wants information that is consistent with models of continuous improvement; on the other hand, evaluators’ focus may be on rigorous experimental designs that may not under some contexts help the program navigate towards their long-term goals. Our view is that a greater focus on learning frameworks can help with the complex navigational challenge that programs often face of achieving long-term outcomes – what needs to be learned from evaluations to achieve the program’s long-term goals.

3.6. Step 6. Discuss the impact of the evaluation on use and influence

There is a fairly limited literature in evaluation on how evaluations can make a difference – what are the pathways by which evaluations influence programs and policies? The neglect to consider “pathways of influence” is somewhat surprising given that this is the very question evaluators ask of programs. A key insight from the recent evaluation literature is to treat the evaluation process itself as an intervention (Henry & Mark, 2003; Mark & Henry, 2004). Henry and Mark have conceptualized evaluation “as an intervention” and have attempted to understand the “ways in which evaluations, or the evaluation process itself, influences social betterment in the long term.”

One of the strongest criticisms of evaluation that is often made by program staff is its lack of clarity of purpose. Routines of...
3.7. Step 7. Develop a comprehensive evaluation design

A surprising number of evaluations do not explicitly discuss the type of evaluation design implemented in understanding if and how programs work. In this section, we briefly discuss some general principles of design – space constraints prevent us from discussing the data and analytical methods that are needed to support the design (Bamberger, Rugh, & Mabry, 2006; Davidson, 2005; Hatry, Wholey, & Newcomer, 2004; Mark, Henry, & Junes, 2000; Patton, 2010; Rossi, Lipsey, & Freeman, 2004; Shadish, Cook, & Leviton, 1991). The following are some important points to keep in mind when thinking about evaluation design:

- A lot of the discussion on evaluation design often focuses on a single facet of the learning framework – i.e., learning on individual-level impacts. There are many occasions where the focus of the evaluation should be on other types of learning. This needs to be kept in mind before evaluation designs are dismissed because of poor designs.
- Design is not just about measurement or methods or even theory. What is surprising is to find the very large number of evaluations that do a good job of describing the measurement system but do a poor job of describing the design that will be implemented to study the causal impacts of programs.
- Designs often make implicit assumptions about program stability. As far as possible, considerations about program stability need to be made as explicit as possible.
- A good evaluation design also needs to shed light about the actual program’s mechanism of change (or alternatively test the hypothesized mechanism of change). Such knowledge might be extremely critical to assess the generalizability of the program in order to make decisions about replicating or adapting a program to a new setting. A good design should shed light on the contexts needed and the mechanisms by which programs work.
- Studying the impacts of programs often requires a process of ruling out alternative explanations for why change could have happened. Threats to internal validity provide a checklist of alternative explanations that need to be seriously considered before impacts can be attributed to programs. Evaluation designs can improve significantly as a result of the consideration of such threats to internal validity.
- Understanding program impacts requires knowledge (and information) of what could happen in the absence of the intervention. Evaluation designs help provide such information. This view of program impacts is connected to a counterfactual view of causality.
- Threats to external validity deal with the problem of generalizing findings from a single evaluation study. Addressing threats to external validity requires consideration of settings, units of intervention, treatments, and multiple outcomes (Shadish, Cook, & Campbell, 2002). Given the important role of contexts in shaping the success of an intervention, it is unlikely that a finding from an intervention will be generalizable across all settings. For the most part, considerations of external validity have not informed design choices as much as they perhaps should.
- Good design does not negate the need for program theory. The mantra of “no causation without theory” should always be kept in mind as we develop and implement evaluation designs.

One of the challenges of integrating evaluation with program needs is that most discussions of evaluation design has focused on studies of effectiveness – for the most part, evaluators have not focused on models of evaluation that combine a focus on effectiveness with models of continuous improvement. Program staff, on the other hand, might need evaluation designs that follow a continuous improvement model. One exception to the literature is Morell (2000) who argues for integrating continuous improvement from industrial engineering with traditional program evaluation models.

Policy learning: Every program is an act of translation from an idea of a policymaker to the planning and implementation of the program. Almost always, there is both loss of translation and adaptation in this journey from an idea to program implementation. Evaluations provide a chance to unpack and understand such translation. Key questions for policy learning include: What were the policy aspirations? What was the underlying policy theory? Are the program goals consistent with the policy aspirations? Is the program implementation consistent with the policy aspirations? Surprisingly few evaluations focus on this type of learning even though answers to these questions are important to the policymaker.

Organizational learning: Programs are “complex organizations thrust upon complex settings” (Pawson et al., 2004). Evaluations provide an opportunity to learn more about the organizational structures needed to support the program. What organizational structures (and processes) are needed to support the intervention? Is attention paid to the organizational structures required to sustain the intervention over the long term? Organizational context may be critical to the success of a program in achieving its goals. Yet again, very few evaluations generate knowledge on organizational structures needed to support programs.

Process learning: Evaluations also provide an opportunity to learn about the planning and implementation processes required to successfully deploy the intervention. In addition to the usual focus on planning and implementation, process learning might also focus on planning for sustainability. While a number of evaluations do provide useful learning on process, only a few evaluations have integrated learning about process with understanding of impacts.

Understanding barriers: We often know precious little about the difficulties, constraints, barriers, opportunities that intended program recipients face. Evaluations provide an opportunity to learn more about such “risk landscapes.” Knowledge of such a “risk landscape” might not only help plan future interventions but might be important in explaining the success or failure of an intervention.

Individual-level impacts: Finally, evaluations provide a chance to examine what differences an intervention makes in the lives of intended program recipients. Did the program improve the lives of its intended recipients? Most of the standard views of evaluation design fall in this category of learning. Much of our debates on experimental designs fall into this category of learning.

Who should do this? When should this be done?

Early in the life of the program, the program team and the evaluation team need to develop an influence plan. The influence plan needs to address: How will the evaluation make a difference to the planning and implementation of the program? Such an influence plan needs to go beyond the boiler-plate of dissemination and communication strategies and discuss well thought out mechanisms by which the evaluation system can make a difference to navigating the program.
For the most part, most evaluations have treated programs as stable, static entities. Evaluators rarely are likely to change over time (both in planning and implementation) at the start of the program. Even with programs that have a strong evidence base, programs are likely to change over time (both in planning and implementation). One of the unfortunate implications of assuming that programs are stable, static entities is that evaluators rarely document how interventions might change over time. How much of this change was driven as a response to the particular context in which the program was operating? What part of the change suggests a more general process of adaptation that is likely to hold in other settings? Were such changes driven by contextual factors or a means of aligning the complex intervention with the evidence base? For the most part, most evaluations have treated programs as static entities. Evaluators need to be open to raising new questions as the program unfolds and implement a range of methods as the situation demands.

One of the “signatures” of complex interventions might also be the lack of well-developed conceptualization or operationalization of the intervention theory. Examples of methods that can help conceptualize and operationalize the interventions include concept mapping, network analysis, and event structure analysis. Conceptualizing and operationalizing the complex intervention has very practical consequences: a network analysis might throw light on the type of collaboration that is needed to make an intervention work; and a concept mapping might show that a Federal agency and members of a local community view the same complex intervention quite differently. Some of the methods described in Table 4 (e.g., network analysis, concept mapping, theories of change, system dynamics) can be helpful in understanding changes in programs over time.

The standard view of evaluation that describes a linear path between program theory and methods may not be sufficient. Within such a view the relationship between program theory and impact runs as follows (scenario 1 in Fig. 5):

Program theory → Program planning and implementation → Performance measurement and evaluation → Program impacts

What is needed is a more dynamic view of the relationship between theory and methods (scenario 2 in Fig. 5) – in such a view there is greater clarity and honesty about the areas of the program theory where there is greater uncertainty in the evidence base (both in planning and implementation) at the start of the program.

Table 4
Examples of “innovations” in evaluation of simple and complex programs.

<table>
<thead>
<tr>
<th>Analytical techniques</th>
<th>Examples of evaluation questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovations in simple programs</td>
<td>Observational studies (propensity scoring techniques)</td>
</tr>
<tr>
<td></td>
<td>In the absence of randomized designs, what alternative analytical techniques can help assess causal effects of programs?</td>
</tr>
<tr>
<td></td>
<td>Methods of developmental trajectories</td>
</tr>
<tr>
<td></td>
<td>Does the same intervention have very different impacts over time for different groups of individuals (or communities)?</td>
</tr>
<tr>
<td></td>
<td>Respondent-driven sampling</td>
</tr>
<tr>
<td></td>
<td>How does the program (and evaluation) reach individuals who are hard to reach and not part of a sample frame?</td>
</tr>
<tr>
<td>Innovations in complex interventions</td>
<td>Network analysis</td>
</tr>
<tr>
<td></td>
<td>How does the program operationalize networks of interventions? What role does a network of partners play in the delivery of services in a program?</td>
</tr>
<tr>
<td></td>
<td>Event structure analysis</td>
</tr>
<tr>
<td></td>
<td>How does the “event structure” (for example, the structure of interactions between doctors and clients) impact on outcomes over time?</td>
</tr>
<tr>
<td></td>
<td>Concept mapping</td>
</tr>
<tr>
<td></td>
<td>How do different groups of stakeholders conceptualize the intervention? Do these conceptualizations change over time?</td>
</tr>
<tr>
<td></td>
<td>System dynamics</td>
</tr>
<tr>
<td></td>
<td>What are the anticipated trajectories of the impacts of the overall program? How would changing key components of the intervention alter the expected trajectory of outcomes?</td>
</tr>
<tr>
<td>Approaches to complexity</td>
<td>Theories of change</td>
</tr>
<tr>
<td></td>
<td>What are the pathways by which the program achieves its outcomes? What are the linkages between program inputs, program contexts, outputs and outcomes?</td>
</tr>
<tr>
<td></td>
<td>Adaptive/sequential designs</td>
</tr>
<tr>
<td></td>
<td>How can a design help an intervention adapt/evolve from large complexity with many components to an intervention of a few “effective” components?</td>
</tr>
<tr>
<td></td>
<td>Realist synthesis</td>
</tr>
<tr>
<td></td>
<td>How does evidence synthesis help identify the mechanisms by which an intervention works?</td>
</tr>
</tbody>
</table>

Who should do this? When should this be done?
The evaluation design needs to be developed in collaboration between the program and the evaluation teams at the start of the program – ideally at the program-planning phase. However, the evaluation design needs to be updated in an ongoing, sometimes phased manner, especially given that programs themselves will change over time. A well conceived (and implemented) evaluation design can help bring relevance to the evaluation by connecting measurement more closely to theory (and program needs), and will ensure that attention is paid to the outcomes that are most closely connected to the program theory.

3.8. Step 8. Demonstrate emergent, dynamic learning about the program learning as the program is implemented

A well-implemented evaluation design will help understand if a program is working. A range of other methods are available that can shed light on additional learning on program theory that may be possible through an evaluation of a complex intervention. Table 4 summarizes some examples of innovative methods – a few of them are relatively new and might help augment learning from evaluations. This table was generated through an email survey of evaluation methodologists.1

There is a tendency in the evaluation literature and a number of evaluation reports to speak of programs as static, stable entities. Even with programs that have a strong evidence base, programs are likely to change over time (both in the planning and implementation). One of the unfortunate implications of assuming that programs are stable, static entities is that evaluators rarely document how interventions might change over time. How much of this change was driven as a response to the particular context in which the program was operating? What part of the change suggests a more general process of adaptation that is likely to hold in other settings? Were such changes driven by contextual factors or a means of aligning the complex intervention with the evidence base? For the most part, most evaluations have treated programs as static entities. Evaluators need to be open to raising new questions as the program unfolds and implement a range of methods as the situation demands.

One of the “signatures” of complex interventions might also be the lack of well-developed conceptualization or operationalization of the intervention theory. Examples of methods that can help conceptualize and operationalize the interventions include concept mapping, network analysis, and event structure analysis. Conceptualizing and operationalizing the complex intervention has very practical consequences: a network analysis might throw light on the type of collaboration that is needed to make an intervention work; and a concept mapping might show that a Federal agency and members of a local community view the same complex intervention quite differently. Some of the methods described in Table 4 (e.g., network analysis, concept mapping, theories of change, system dynamics) can be helpful in understanding changes in programs over time.

The standard view of evaluation that describes a linear path between program theory and methods may not be sufficient. Within such a view the relationship between program theory and impact runs as follows (scenario 1 in Fig. 5):

Program theory → Program planning and implementation → Performance measurement and evaluation → Program impacts

What is needed is a more dynamic view of the relationship between theory and methods (scenario 2 in Fig. 5) – in such a view there is greater clarity and honesty about the areas of the program theory where there is greater uncertainty in the evidence base (both in planning and implementation) at the start of the program.

Who should do this? When should this be done?
Innovative methods that help understand how programs work need to be implemented both at the start of the evaluation and also in an ongoing way. As these methods often require strong analytical training, the evaluation team needs to lead on implementing the methods. There, however, needs to be close collaboration between the evaluation team and the program.

---

1 50 evaluation methodologists were sent an email survey requesting feedback on recent innovations in evaluations of complex interventions. 35 of the 50 methodologists responded to the email.

---
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3.9. Step 9. Discuss the relationship between evaluation and a ‘framework of spread’

One of the more surprising things about evaluation is the lack of clarity in what is being “spread” at the end of an evaluation. For example, does an evaluation aim to provide recommendations regarding scaling up, scaling out or replicating the project. Evaluators often are advised to design an evaluation with a focus on generalizability (e.g., reduce the threats to external validity), but there is rarely clarity on what results are generalizable from an evaluation of specific interventions. What will be spread at the end of the evaluation?

The Institute of Health Care Improvement has begun to use a framework of spread to help “develop, test, and implement a system for accelerating improvement by spreading change ideas within and between organizations” (Massoud et al., 2006). Some of the relevant questions this framework raises for evaluators include: How will the knowledge learned from an evaluation of a specific initiative in one organization be spread to other organizations? What role is there for spread of innovation in a ‘results-based’ culture? Who is in charge of such spread? What role does the funder of the program and the evaluation play in the spread of innovative practices?

Are we doing the evaluation purely as routine, or is there a plan to spread learning from the evaluation? There needs to be clarity (both at the outset and over time) on the learning from the evaluation that is likely to be spread. A spread framework can focus on many possibilities including lessons learned about the entire program, components of the program, innovative practices that are part of the program, or perhaps about contextualized learning (see Fig. 6).

---

Fig. 5. Learning from evaluation methods.

Fig. 6. A framework of spread.

---

Please cite this article in press as: Sridharan, S., & Nakaima, A. Ten steps to making evaluation matter. Evaluation and Program Planning (2010), doi:10.1016/j.evalprogplan.2010.09.003
3.10. Step 10. Demonstrate consideration of the relationship between performance and sustainability

The decision to sustain programs is often decided at the highest levels of the corridors of power. However, the question of the relationship between performance and sustainability remains quite fundamental to the purpose of the evaluation.

What role should program effectiveness play in the decision to continue and sustain a program? Perhaps this question is poorly conceptualized. It implies a model of program activities that occur along a linear sequence of planning, implementation, and sustainability. As Johnson et al. (2004, p. 146) argue: “The sustainability process needs to begin early after decisions have been made to adopt or experiment with an innovation.” Further, the proposed approach also resonates with a recent result by Pluye, Potvin, and Denis (2004, p. 127): “We propose that program implementation and sustainability are not distinct and successive phases but are concomitant processes.” Further, arguing against a distinct and successive view of implementation, Pluye et al. (2004, p. 126) state: “This model does not take account of the recursive or reflexive character of sustainability and learning or of the continuous adjustments that shape the sustainability process.”

The implication of such a view is a need for discussion early in the life of an evaluation on the role of evaluation in sustainability decisions. The decision to sustain a program should not only be driven by the effectiveness of the intervention – other types of learning might also have a bearing on the decision to sustain an intervention.

Second, clearly both the results of the evaluation as well as the match between the actual performance and anticipated trajectories should be taken into consideration. As this paper is a reflection on evaluation, performance measurement and sustainability, we raised the following question to five thought and practice leaders in evaluation: Should programs that do not have a “successful” trajectory of performance measures be terminated?

This is quite a difficult question to answer because:

- The trajectory of even a successful program might be quite non-linear (things might get worse before they get better), so one needs to be a little careful in answering this question;
- “Success” in the trajectory of some outcomes might come at the expense of others (see Milstein et al., 2007; outcomes might form a system – and interdependence in outcomes suggests that some outcomes might move in opposite directions);
- There is no reason for the trajectory of performance outcomes to be linear or monotonic over time – this has important implications for an evaluation system.

A key response was that the decision to sustain a program goes well beyond the performance results. Key themes in their responses included the need to:

(a) Understand the drivers of the performance using the lens of theory. This view is consistent with the realist framework that has guided this paper.
(b) Pay attention to the process by which the goals and targets of the programs are being set. This is consistent with Milstein et al.’s (2007) critique of the lack of clarity and rigor with which program targets are set. Who is setting the performance targets? Are the targets being set with a process that involves a range of diverse stakeholders?
(c) Recognize that without clarity on the “drivers” of performance, it is hard to conclude if programs need more investment or need to be downsized.
(d) Pay attention to the ‘system dynamics’ involved in the process of program implementation. The nature of program impacts might be such that the benefits of innovation will take time to accrue.

Who should do this? When should this be done?

One of the problems in implementing programs and deploying evaluations is a lack of structure and process to address questions linking performance and sustainability. One of the concerns with many conducted evaluations is the lack of consequences of poor or good performance. Having a plan that links sustainability to performance can help address this problem. However, the bigger problem is: Who is responsible for developing a sustainability plan? This question needs to be addressed by the funders, the program staff and the evaluators at an early stage of the evaluation.

4. Conclusion

A focus on the ten steps can result in better planned evaluations and can also help in developing more rigorous evaluation practice and evaluation training.

4.1. Implications for developing evaluation plans

The ten steps described in this paper can help with developing comprehensive evaluation plans. A few points are worth noting in developing an evaluation plan:

- Most of the ideas for the evaluation plan need to be developed in collaboration between the evaluator, the program staff and other stakeholders.
- While some of the ideas for a plan can be developed at the start of a program, more realistically much of the plan development needs to take place on an ongoing basis. It is important to have an organizational structure (and a system of commissioning evaluations) that can support the collaboration between program and evaluation teams.
• While the ten steps are presented sequentially, a comprehensive evaluation plan needs to develop in a non-linear, iterative way.
• Much of the discussion of the steps is quite conceptual – each of the steps will need to be further unpacked. Space constraints prevent us from developing each step in detail in this paper.

4.2. Implications for evaluation practice and training

A focus on the ten steps can result in a closer integration of evaluation within program planning and implementation. We are struck with the absence of explicit and upfront thinking of important concepts of pathways of influence or sustainability of programs in much program implementation or evaluation practice. An integration of broader evaluative thinking early in program planning will not only result in improved evaluation but can only result in more rigorous programs. In a number of complex interventions there is a lack of theoretical understanding of how the programs are supposed to work. Evaluators are increasingly called upon to explain the pathways by which programs work. We believe that a stronger focus on program theory and planning for sustainability should be a part of the training of evaluators. Explication of program theory is not merely a matter of learning the substantive aspects of the program but also requires considerable facilitation and communication skills.

In our experience, both the practice of evaluation and evaluation training tends to be methods heavy or theory heavy. Evaluations informed by strong program theory as well as a sound set of methods tend to be rare. Our view is that paying attention to the ten steps will result in more balanced evaluations that are both theoretically informed and methodologically rigorous.

Program theory provides insights on how a program should work; methodological approaches can help explain if programs actually work the way they are supposed to work. The ideas presented in this framework are intended to move the discussion forward on “what is good enough theory.” The evaluation literature is rich on discussions of best practices in methods. In our view there needs to be a similar dialogue on what constitutes good enough program theory that can be implemented (Miller, 2010).

Additionally, we think the field can benefit from more elaborate discussion on how evaluation approaches respond to the complexity of the real world. In our experience, we find a disconnect between the clean sterile view of programs that are presented in a number of text books and the muddled complexity of programs of the “real word”. Part of the strength of the ten step approach is that it takes the complexity seriously and thinks explicitly about methods that can respond to such complexity.

4.3. Implications for knowledge translation

The ten steps framework also stresses the need for a literature on the relationships between complexity, evaluation and knowledge translation. As example, recent literature on knowledge translation addressed problems of real world complexity by making persuasive arguments to incorporate ideas of “knowledge use” more directly into the knowledge development process (Carlile, 2004; Kitson, 2009; Nutley, Walter, & Davies, 2007).

The implementation of evaluation designs needs to go beyond evaluation methods. Even though methods do matter in matters of guidance, improving evaluation practice should not rely solely on the development of “new and improved” methods. We concur with Carden (2007, 2010) that there is need to think more broadly about what is needed to address the “evaluation gap” (Carden, 2007; Carden, 2010): “The evaluation gap in my view is not found in the methodological debates of which the evaluation community is so fond, but in the lack of focus on supporting the development of evaluation as a profession … (Carden, 2010, p. 220).”

As example, Sridharan and De Silva (2010) argue that the evaluation field needs to go beyond the narrow pre-occupation with methods and pay greater attention to issues of understanding the pathways of influence by which evaluations impact policies and programs:

“It is also important that we build a better knowledge base of how our evaluations are leading to better decision making in our respective communities and countries. Although we often ask the question on the pathways by which programs work, we often do not reflect on the pathways by which our evaluations have influenced policies and practice. It is vital that we spend time reflecting on features and characteristics of evaluations that have ‘made a difference.’ The reality is that the evidence base for how evaluations have made a difference to improving policy and programmatic decision making both in the West and the South is very scant” (Sridharan & De Silva, 2010, p. 247).

4.4. Limitations of the proposed approach

We have presented our framework in multiple settings and some of the critiques of the proposed framework include:

(i) Even though the framework is very comprehensive, it also leaves out many key evaluation concepts and approaches. For example, we make no mention of economic evaluations as part of our ten steps even though there is a growing interest in the cost effectiveness of programs. This in our judgment is a fair criticism, though we think this can be handled at the design stage (step 7).

(ii) A second critique that is more common is that this framework is too broad. Evaluators already are asked to do a lot with very little and it is both unwise and infeasible to expect evaluators to “do it all.” For example, one common feedback is that it is not for the evaluator to come up with a sustainability plan. We agree that there is a need for greater discussion on roles and boundaries of evaluation, but thinking about sustainability should be part of thinking evaluatively about programs. Our goal is not to increase the workload of evaluators – rather, we are increasingly struck by the growing need for evaluations to focus on questions of theory, learning, influence, design, methods, spread and sustainability. We concur that it will be unwise and unfair to expect evaluators to do it all. Instead it is our view that the ten steps need to be part of the dialogue of making the most of evaluations. The specific issues of ‘who should do what’ should be decided by funders, program planners and evaluators based on the specifics of each program.

(iii) Another insightful feedback that we have received is that the ten steps are not consistent with standard practice of commissioning evaluation. Evaluators get hired to do specific pieces of work and not raise such a comprehensive set of questions. Once again there is merit in this critique. Changes in commissioning practice might hold one of the keys to changing evaluation culture. We think one of the implications of the ten steps is the need for a broader dialogue on how best to commission evaluations especially in light of incomplete and very general program theories at the outset of a program.

The ten steps presented are conceptual and need to be unpacked further. The goal of these ten steps is to provoke discussion within the evaluation and program planning communities on the steps required to make evaluations matter. While each of the ideas needs additional development, a focus on the concepts of program theory, linking evidence to program theory,
anticipated performance trajectory, learning frameworks, anticipated timeline of impact, design, innovative methods, spread, and sustainability can help with the difficult task of making evaluations matter.
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